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- Solving many tasks with few data, as opposed to solving few tasks 
with many data.

- Few-shot meta-learning enables us to imitate a new voice-style 
with 5 minutes of data as opposed to the previous requirement 
of tens of hours, and without compromising on quality.

- Our models contain both task-dependent and task-independent 
cores.  This division facilitates training and enables fast adaptation to 
novel voices with low sample complexity.

- We achieve state-of-the-art in both sample naturalness and 
voice similarity with merely a few minutes of audio data.

- More than 2300+ speakers.
- 300-hour of Google American English TTS corpus.
- 500-hour public LibriSpeech corpus.

- Adapt on a hold-out speaker for:
- LibriSpeech: 10 sec - 5 min; VCTK: 10 sec - 10 min

- (Subjective) Mean Opinion Score (MOS) human ratings:
- for naturalness, and
- for speaker similarity.

- (Objective) Speaker embedding (d-vectors) similarity  from 
Google's Text-independent Speaker Verification model 
(Wan et al., 2018).
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  Highlights

Linear SVM
on d-vectors

(85% accuracy)

- Preliminary results show that a linear SVM trained on the d-vectors of real and 
synthesized multi-speaker samples from our model achieves 85% accuracy. 

- Anti-spoofing is an important area for continued research.

b) Adaptation: Adapt to a new 
speaker with few-shot data

a) Training: Train a multi-speaker model with a shared WaveNet core 
and independent learned embeddings for each speaker (task) 

  Conclusions

- Impressive performance even with only 10 seconds of audio from new speakers.

- State-of-the-art performance in naturalness and voice similarity.

- Applicable to restoring the voices of speech-impaired patients.

- Promising results on detection of synthesized voices.

Subjects were asked to rate the naturalness of generated utterances on a five-point 
Likert Scale (1: Bad, 2: Poor, 3: Fair, 4: Good, 5: Excellent).

Adapt

The adaptation consists of three stages:

(MOS) Subjects were asked to rate the similarity between real and 
synthesized samples of the same speaker. (1: Not at all similar, 2: 
Slightly similar, 3: Moderately similar, 4: Very similar, 5: Extremely similar)

c) Inference: Generate new 
speech with the adapted model

- It is possible to use a WaveRNN model to achieve 
faster inference, without compromising on 
sample quality.

- Few-shot adaptation for WaveRNN works 
out-of-the-box.

WaveRNN

  Beyond the Paper: Faster Inference Models

Train:

Adapt:

Evaluate:

Voice Sample
(10 sec - 5 min)

Synthesized voiceDemo text

"Hello 
meta-learning"

Standard speaker verification 
model failed detecting 
synthesized utterances

Observation: partially 
linearly separable on single

speaker d-vectors
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